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Context
mature theory  full choice of hyperparameters

random initialization

unifying methodology



Methodology — Propagation

● signal 
● additive noise

Vanilla Nets:     

Batch-Normalized Feedforward Nets:                                  

Batch-Normalized ResNets:                                                        



Effective Rank: Normalized Sensitivity:

Pathology of One-Dimensional Signal: Pathology of Exploding Sensitivity:

Methodology — Data Randomness 



Methodology — 
Model Parameters Randomness

model parameters initialization

random variables model parameters.



Applying the Methodology
Vanilla 

Nets

●

●

Batch-Normalized 
Feedforward Nets

●

●

Batch-Normalized 
ResNets

●

●



Takeaway

additivity 

multiplicativity

Feedforward nets are pathological at high depth 

Batch-normalized resnets are well-behaved at all depths 
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Code: https://github.com/alabatie/moments-dnns


